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Why forecast hazelnut production?



THE ‘FILBERT’

The "filbert," better known as the hazelnut (Corylus 
avellana), is a self-incompatible, wind-pollinated, 

monoecious (as having both male and female 
flowers) and dichogamous (flowers bloom at 

different times to prevent self-pollination) plant



OREGON
Named as state nut in 1989 

due to its historical and 
economic significance

BEYOND

FAST FACTS

GLOBAL
Globally, hazelnuts rank 5th overall for tree nut 

production (behind the pistachio)

POLLINATION
Hazelnuts pollinate in 
the winter as opposed 

to the spring
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What are the goals of this study?



OBJECTIVES

No. 1 - PRIMARY

“Forecast hazelnut yield 
(tons/acre/year) in Oregon's 
Willamette Valley using various 
traditional regression methods and 
machine-learning-based 
counterparts”

No. 2 - SECONDARY

“Perform predictions using the 
Python programming language 

within a novel Jupyter 
notebook”
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TERMS



TRADITIONAL REGRESSION

Autoregression (AR)

AR is a time series model that uses the dependent relationship 

between an observation and some number of lagged 

observations.

Moving Average (MA)

A MA model uses the dependency between an observation and 

a residual error from a moving average model applied to lagged 

variables.

Autoregressive Integrated Moving Average (ARIMA)

ARIMA attempts to ‘explain’ a given time series based on its 

own past values, that is, its own lags and the lagged forecast 

errors, so that equation can be used to forecast future values.

Autoregressive Moving Average (ARMA)

The ARMA describes a weakly stationary stochastic time series 

in terms of two polynomials and combines an autoregressive 

model with a moving average model. 



Machine-Learning-Based
Approaches

Long Short Term 
Memory networks 

(LSTM)
LSTMs are a special kind of 

recurrent neural network (RNN), 
capable of learning long-term 
dependencies (Hochreiter & 

Schmidhuber, 1997). 

XGBoost Open-source 
gradient boosting 

library.
Gradient boosting is a machine 

learning technique for regression that 
produces a prediction model from an 
ensemble of weak prediction models 

(Chen et al. 2016).

Tree-base pipeline 
optimization tool 

(TPOT)
TPOT is a Python Automated 

Machine Learning tool that optimizes 
machine learning pipelines using 

genetic programming (Olsen et al. 
2016).



Forecast Bias

Performance Metrics

Mean Absolute Error (MAE)

Mean Squared Error (MSE)

Root Mean Squared Error (RMSE)

Symmetric Mean Absolute Percentage Error (sMAPE)
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METHODOLOGY



DATA

HISTORICAL 
HAZELNUT 

PRODUCTION

The hazelnut production data from 1927-2008 was 
obtained from the National Agricultural Statistics 
Service (NASS), Agricultural Statistics Board, US 

Department of Agriculture



Snippet of Pandas DataFrame within Jupyter Notebook of Hazelnut Yield data



OLS Regression Plot with 95% confidence intervals showing 
the linear relationship between hazelnut yield and year.



DATA CONTINUED

HISTORICAL CLIMATE

Weather data for the same period was obtained from the National 
Centers for Environmental Information of the National Oceanic and 

Atmospheric Administration (National Centers for Environmental 
Information (NCEI)

The climate data used are as follows:
Yearly averages of:

●maximum temperature
● extreme maximum temperature
●minimum temperature
● extreme minimum temperature
● average temperature
● cooling degree days (base 65)
● heating degree days (base 65)
● total precipitation
● highest daily total of precipitation

Also, yearly sums of:
● cumulative cooling degree days
● cumulative heating degree days
● cumulative total precipitation



PERFORM FORECASTS
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How did the forecasting methods perform?



Yield (tons/acre) predictions forecasted for each method.



Plot of forecasting 

predictions. The actual 

“expected” values are seen in 

navy blue. Note the 

alternating nature of the 

results. Most of the models , 

with the exception of the MA 

were able to approximate the 

oscillation phenomenon, 

known as ‘alternate bearing 

cycle’ common to nut and 

other perennial fruit crops.



Differences of predicted and actual values for each model.

Cells that are marked either green or red correspond to 

predicted values as being closest to or furthest from 

expected, actual value for each year, respectively.



Cells, either green or red, correspond to 

models having the lowest or highest 

error for the given metric.



Errors were calculated using variety of 

metrics; Bias, Mean Absolute Error 

(MAE), Mean Squared Error (MSE), Root 

Mean Squared Error (RMSE) and 

Symmetric Mean Absolute Percentage 

Error (sMAPE). Bias is the sum of the 

difference of expected to predicted 

values divided by the number of 

observations. A bias other than zero 

suggests a tendency of the model to 

over forecast (negative error) or under 

forecast (positive error). MAE is the 

sum of the absolute difference of 

expected and predicted values divided 

by the number of observations. MSE is 

the sum of the squares of the 

difference of expected to predicted 

values divided by the number of 

observations. RMSE is the root of MSE. 

SMAPE is an accuracy measure based 

on percentage (or relative) errors.
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Takeaways and a look to the future... 



TAKE-AWAYS

The ARMA method had the lowest errors and 
made the most accurate (nearest to actual) results 

of three of the ten years predicted. Overall, yield 
predictions using the ARMA model were within 

0.44% to 40% of the actual value and within 22% of 
real yields for nine of the ten years forecast.

Almost all methods successfully 
approximated the alternate bearing 

cycle pattern (as having the shape of 
a high then low prediction), with the 

notable exceptions of ARIMA and MA. 
These approaches produced almost a 

linear output.

ALT. 
BEARING

ARMA 
SURPRISES

ML 
GROWING 

PAINS

EXOGENIC 
VARIABLES

VOLATILE 
DATA

PYTHON 
PERFORMS

The LSTM model produced the best 
predictions for two of the ten years 
forecast, yet also made two of the 
poorest; within 0.94% to 56.3% of 

expected values.

The SARIMAX and Pipeline Optimized 
Regressor methods leveraged climate 

data as exogenic inputs and performed 
better than expected, nearly fitting the 

alternating nature of the data.

Given that the yield appears to 
become increasingly variable

following 1990, it is notable that the 
forecasting methods

performed as well as they did.

A positive conclusion of this study 
illuminated that time-series forecasting is 
possible without the need for expensive 

software or specialized knowledge. Python 
programming is immensely powerful yet 

very approachable.



FURTHER STUDY

EXOGENIC 
FACTORS

More effort needs to be 
spent on the effects of 

exogenic factors such as the 
alternate bearing cycle of 

perennial crops and
changing climate conditions.

EVER
CHANGING AI
Time-series analysis and 

forecasting using machine-
learning-based approaches 
is constantly evolving with 

new, better performant 
methods being developed 

continually. 

MORE DATA 
ALWAYS HELPS
Additional data in the form of 
global crop yields and climate 

records could provide the basis 
for a more complete and thereby 

increasing accuracy in the 
resulting predictive model.

TARGETED
INPUTS

The model may benefit from including
Informative agronomy-specific data 

(such as soil type, nutrients, pH, 
electroconductivity, etc.) coupled with 

the other phenological information (date 
of bloom, duration of pollination, etc.) to

establish a diverse dataset.

REMOTE SENSING 
AUGMENTATION

A battery of vegetative
indices could be performed on 
remotely sensed multispectral

satellite imagery at specific 
developmental stages;  all aspects 
of crop health could be evaluated 
and included in a more complete 

model

CURRENT YEAR 
TRUTH DATA

Annually adding yield data 
as “truth” and refining the 

forecasting algorithm could 
make for a more accurate 

model



CONCLUSION

TRADITIONAL AND MACHINE-LEARNING-BASED 
APPROACHES WERE EVALUATED

A REASONABLY ACCURATE PREDICTION COULD BE MADE 
ON SPARSE DATA WITH SIGNIFICANT SEASONALITY 

PYTHON PROGRAMMING AND JUPTYER NOTEBOOK 
CONTAINERS ARE A VIABLE FRAMEWORK FOR FORECASTING

THE JUPYTER NOTEBOOK CAN BE REUSED AND ADAPTED AS A 
TEMPLATE FOR FURTHER STUDY



QUESTIONS?


