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Abstract 

Since 1980, the National Oceanic and Atmospheric Administration (NOAA) has conducted airborne 
snow and soil moisture surveys using the attenuation of terrestrial gamma radiation from the top 20 
cm of the soil. These surveys are used to provide critical snow-water equivalent data to water resource 
forecasters throughout the United States and parts of Canada. Due to limitations in the number of 
sensors, aircraft platforms, and trained mission crewmembers, it is imperative that these surveys are 
conducted as efficiently as possible. Over 30 years of survey sample density was investigated to 
determine if there existed any tendency to over-sample. The over-sampling candidate survey sample 
was reduced by 5, 10, and 25 percent using both SWE-dependent, and SWE-independent methods. 
Interpolated values were then compared against the measured values to develop sample errors for 
the sample-reduced survey. The lowest sample errors produced by these method exceeded the actual 
error inherent in the gamma collection method itself (1.0cm). This analysis led to the determination 
that over-sampling does not appear to be an issue within the airborne gamma detection program.    

  



Background  

The amount of snow on the ground has a significant impact to much of the population of the 
United States. In the western US, up to 85 percent of the runoff in the Colorado basin comes from 
snowmelt (Bales and Cline 2016). In the Upper Midwest, the historic flooding of the Red River of the 
North in 1997 caused an estimated $4 billion worth of damage, and resulted in the evacuation of over 
55,000 residents in the United States and 28,000 rural residents in southern Canada (Todhunter 2001).  
Annual snow accumulation and corresponding melt has a significant impact on agriculture, 
transportation, and tourism (Adams, Houston, Weiher 2004). Accurate and timely measurement of the 
amount of water contained in the snowpack offers a significant cost benefit for the nation.  

Since 1980, the National Weather Service has used airborne gamma detection to measure the 
amount of water in the snowpack for areas within the United States and Canada. These data are 
primarily used to predict snowmelt runoff by NOAA River Forecast Centers and Weather Forecast 
Offices. Additional stakeholders include the US Army Corps of Engineers (Moes 2011 and USACE 1992), 
and various other government and private entities.  

Under gamma detection theory, the soil for a given area contains a set concentration of 
radioactive isotopes of uranium, thorium, and potassium. Within the top 20 cm of soil, radiation from 
these isotopes is emitted at a constant rate over time. An airborne-mounted detection system can sense 
this radiation when flown at sufficiently low altitude. Water, in any phase, attenuates the gamma 
radiation signal received by the sensor.  Comparing the amount of radiation attenuation during dry 
conditions to the amount encountered under snow-covered conditions provides an estimate of snow-
water equivalent (SWE). Field surveys have demonstrated the airborne gamma detection technique to 
be accurate to within 3.9% soil moisture (Jones and Carroll 1983), which amounts to less than 1 cm of 
snow-water equivalent. 

  

Figure 1. Radiation caused by naturally-occuring isotopes in the soil is attenuated due to the presence 
of water between the top 20 cm of soil and the airborne sensor. 

 



Airborne Flight Line Data 

The basic unit of data collection using the airborne gamma detection method is known as a “flight line”. 
Each flight line represents a specific portion of the Earth’s surface, and is created in such a manner that 
it can be flown in a fixed-wing aircraft at about 100-120 knots over the ground. These lines are flown at 
500 feet above the ground, where the horizontal swath of the sensor is roughly 1000 feet. With the line 
being 10-15 miles long, this means that each flight line is representative of the mean areal snow-water-
equivalent of an area of about 2.5 square miles (Figure 2-left). 

In addition to the geospatial data that define each flight line, key background parameters are 
also contained within the flight line database. Each line has a unique gamma signature that includes the 
counts per minute for potassium, thorium and total counts, each normalized for 25 percent soil 
moisture. In addition to the average count rates, which remain stable from year to year, the background 
soil moisture for each flight line is updated annually to account for changing soil moisture conditions, 
based on either airborne measurements or model estimates. The remaining three columns contain the 
soil moisture value used in the SWE calculation, the method used to acquire soil moisture (estimate, fall 
survey measurement, or interpolation), and the date that the soil moisture value was last updated. 
(Figure 2-right). 

When a flight line is flown, a single SWE measurement is recorded (Figure 3, Column 4), 
representing all water contained within the snow itself, ice on the ground, and any additional water in 
the top 20 cm of soil beyond what was estimated or measured for the background data. The single value 
that has been generated for each flight line represents the average SWE value for that entire flight line. 
Therefore, the SWE value for a line with a high degree of spatial variability within the line itself, such as 
one starting on a snow-covered ridgetop and descending into an arid desert environment, will only 
represent the total average for that line. Thus, the single-point average can be used to measure the 
average amount of water that will flow into a particular basin.  

 

Figure 2. Flight lines ND411 and ND412. Both follow railroad tracks about 10 miles southwest of Fargo. 
On the right is the background data that is used to calculate the snow-water equivalent when the lines 
are flown in the winter. 



 

Figure 3. Standard Hydrometeorologic Exchange Format (SHEF) Message, including SWE measurements 
for each line flown that particular day, soil moisture values used in the SWE calculation, and pilot 
observations surrounding particular flight lines (Carroll 2001). SHEF messages are generated at the end 
of the survey day, processed, and posted at http://www.nohrsc.noaa.gov/snowsurvey/.  

Airborne Survey Creation and Execution 

Flight line data are collected as the principal component of an airborne snow survey in addition 
to photographs, videos, and pilot comments. Historically, most surveys contain about 50-150 lines and 
were flown within the span of about one to two weeks. The geospatial extent of each survey is usually 
within one River Forecast Center’s domain, but they can vary in size from that of single small river basin, 
to an area the size of Alaska. Typical snow seasons have included anywhere between 10 and 20 
individual surveys and an average of about 1000 flight lines. Historic airborne data are readily available 
from the National Weather Service at http://www.nohrsc.noaa.gov/snowsurvey/historical.html. 

Surveys are created when a request is made from one of the NOAA River Forecast Centers to the 
Office of Water Prediction to collect airborne gamma data in their affected basins. Depending on 
conditions, river forecasters will make requests for specific flight lines, specific basins, general areas, or 
based on previous airborne surveys. The Principal Investigator for the program will then create a new 
survey based on the particular needs of the River Forecast Centers. The survey is then sent to the NOAA 
Corps pilots who are responsible for actually conducting the survey.  

 

http://www.nohrsc.noaa.gov/snowsurvey/
http://www.nohrsc.noaa.gov/snowsurvey/historical.html


Figure 4. All 2600 flight lines available to the program as of Summer 2016. 

The advantage of the airborne gamma detection survey is that it can cover a large area in a short 
amount of time. Surveys can generally be conducted quickly enough after a major snowfall event to 
cover an entire region before significant snowmelt occurs. However, there are the following constraints 
on the program: 

1. Detection systems: As of Summer 2016, there are only two fully functional and calibrated sensor 
packages. More are available for future use, but are not currently useable because of the next 
constraint. 

2. Aircraft: The aircraft that are used have to be engineered to be compatible with the sensors. 
Additionally, each aircraft has to be calibrated to account for its own unique gamma signature. 
Therefore, there are currently only three aircraft that are configured and calibrated to work with 
the two detection systems. The aircraft that are currently flown for the program require about 
1-2 weeks of scheduled maintenance every two months, which can significantly hinder 
operations when only 2-3 aircraft are available in the first place. As a government asset, there is 
also competition with other programs within NOAA for aircraft availability. 

3. Pilots/Personnel: Airborne gamma detection requires specific training and is only conducted by 
qualified NOAA Corps Aviators. Mission commanders typically take a full year to complete their 
qualifications. 

4. Weather: Flight lines are flown at 500 feet above the ground, and require visual meteorological 
conditions (good weather) in order to safely conduct operations.  

For these reasons, it is important to maximize the efficiency with which operations are conducted. 
Reducing the total number of flight lines for any given survey would reduce the flight time, cost, and 
duration of that survey, potentially freeing up the aircraft and crew to survey additional areas. The 
overall purpose of this project is to analyze the sampling efficiency of the program throughout its history 
and then to apply that analysis to develop a sampling framework for the program to use in the future.  

 



Methods 

Data Organization and Cleaning 

 The first step in the project was to organize the entire dataset into a single database that would 
allow for easy sorting and querying. The data set for the entire history of the airborne snow survey 
program is readily available at http://www.nohrsc.noaa.gov/snowsurvey/historical.html. The first 30 
years of the data are available by decade, and contain the line number, date flown, and measured SWE 
value. Since this was all that was required, these records were downloaded and merged into a single 
spreadsheet.  

The GIS dataset of interest was that of the NOHRSC flight lines, available at 
http://www.nohrsc.noaa.gov/gisdatasets/. The key piece of information in this data was the latitude 
and longitude of the midpoints for each flight line. Once downloaded, the database for the GIS dataset 
was merged with the historical dataset based on flight line name, such that the spreadsheet of the 
historical records contained the latitude and longitude of the midpoints of the flightline, which could 
then be used in the project analysis. Since this data contained over 25,000 unique flight line records, 
they would be suitable for the initial search for over-sampling potential. Data collected since 2010 was 
evaluated, but since it was sorted by survey and not decade, they were not added to the master 
histororical data set 

Survey Selection 

The purpose of the project was to investigate the potential for over-sampling, therefore finding an area 
with a high degree of sample volume was the most appropriate. One important aspect of the 
investigation was to remove as many factors for snow-water variability as possible. Therefore the focus 
area would be contained in a fairly limited geographic area (one or two states), have minimal terrain 
features, and the survey should occur over a short time period.   

In order to limit temporal variation within the survey area, the simplest method proved to be in limiting 
the survey period to a single day. This method revealed that the highest survey day was 02 April 2009, 
on which 73 unique survey lines were collected. 84 lines in total were flown that day, 11 of which were 
repeated by overlapping aircraft (Figure 4).  

http://www.nohrsc.noaa.gov/snowsurvey/historical.html
http://www.nohrsc.noaa.gov/gisdatasets/


 

Figure 5. Total lines flown on highest collection days. The most productive survey day in the program’s 
history in terms of total lines flown was April 2, 2009. Not included in this chart are the highest survey 
days since 2010, but there were no single days during that period that exceeded April 2, 2009.   

 The highest volume for a single day’s output was April 2, 2009. This particular survey day met all 
the requirements, as most of the samples were near enough to each other that some degree of spatial 
autocorrelation could be assumed. With 73 lines covering approximately 70,000 square miles, this was 
also a relatively dense survey. The flat prairie of North Dakota would also limit other contributing factors 
to snow-water equivalent variability, such as slope, aspect, elevation, and temperature.  

Since the lines were all flown on the same day, the only data fields of interest were the Flight Line 
Number and the SWE (in) representing the actual measured SWE. While there were 84 lines actually 
flown on that day, 11 of the lines were repeats by a second aircraft. The SWE measurements on the 
repeated lines were within 0.5 inches, and so an average value for each flight line was sufficient to use in 
the analysis. 
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Figure 6. Snow-water equivalent data collected on April 2 2009, merged with the latitudes and 
longitudes of each flight line midpoint. 

The data for April 2, 2009 was then copied into its own spreadsheet and saved as a comma-delimited 
file. The file was then opened in ArcMap, using the latitude and longitude of the midpoints as the X,Y 
coordinated, allowing for further spatial analysis. (Figure 8.) 



 

Figure 7. Flight Line Map of all lines flown on April 2,2009. 

 

Figure 8. Snow-water equivalent values collected on April 2, 2009 



Sample Optimization 

The next step was to take the data from the candidate survey day, April 2 2009, and reduce the 
overall sample size in order to determine if fewer samples could still lead to an accurate snow-
water-equivalent surface product. Four sample optimization strategies were used to examine 
how the sampling regime could be reduced, if at all. These included the random reduction, 
density dependent reduction, focused reduction and subjective reduction. For each method, 
the original sample of 73 lines was reduced by 5, 10, and 25%. 

Optimization Strategy 1: Random Reduction: In order to randomly remove 4 samples from the 
original survey, the survey file for that day was opened in excel and each record was assigned a 
random number between 1 and 20. The four records with the highest random numbers were 
then deleted from the file and saved as “20090402Random95” to indicate 95 percent of the 
original survey. The same method was used for the 10 percent reduction and the 25 percent 
reduction. Each of these files was then opened in ArcMap as a table and converted to point 
shapefiles using the above methodology from the previous section. (Figure 9) 

Optimization Strategy 2: Density Dependent Reduction: This strategy was based on the 
assumption that areas with higher densities of samples were the most likely to have been over-
sampled. The result of this strategy would make the sampling density of the whole survey area 
appear more uniform. To reduce the number of samples by density, the first step was to create 
a kernel density raster, based on the spatial distribution of the points themselves. Then using 
the Extraction tool, the density at each sample point was extracted from the Kernel Density 
Raster. However, once a sample point was removed, it was understood that the point density 
would subsequently change. So this methodology had to be repeated for each point removal 
down to the 95, 90, and 75 percent level. As this would only have to be done once, the choice 
was made to accomplish this manually rather than attempt to automate the process (Figure 9) 

Optimization Strategy 3: Focused Reduction: This strategy was based on the assumption that 
certain areas would have higher degrees of spatial autocorrelation than others, and that 
samples within those areas could be removed with little to no effect on the final product. This 
was done partially to test the theory that there was a high degree of spatial autocorrelation 
among the flight lines that were near to each other. To do this, a Cluster and Outlier Analysis 
was conducted, applying an Anselin Local Moran’s I to each feature. Feature points with high 
local Moran’s I values would be removed from the survey. Similar to how the Density 
Optimization method was applied, this had to be an iterative approach. Simply removing all the 
features with the highest spatial autocorrelation index would result in the removal of an entire 
cluster, which was something to be avoided. As there were only two clusters evident in the 
data, one high and one low, a point feature was removed each time. In order to remove a 



feature based on spatial autocorrelation index, the p-value for that index was also looked at, 
and only features with p-values less than .05 were removed (Figure 9) 

Optimization Strategy 4: Subjective Analysis: This strategy was based on the original premise 
that some lines simply appeared to add little value to the overall model due to their limited 
variation from nearby lines. Through a visual analysis of the points along with their values, lines 
were removed in the same manner, but not using any defined methodology.  

 

Figure 9. Sampling optimization. Open circles represent the samples removed from the 5 percent 
reduction, crossed-circles represent additional lines removed during the 10 percent reduction, and 
solid circles represent the additional lines removed by the 25 percent reduction. 

 



INTERPOLATION OF REMAINING SAMPLES 

The next step in the process was to create an interpolated surface based on the remaining samples 
following the optimization. Several different interpolation methods were utilized, but the two methods 
that proved the most reliable with creating realistic snow-water-equivalent surfaces were Inverse-
Distance-Weighted (IDW), and Kriging. Both methods were used on each optimized sample in order to 
determine which method gave consistently lower sample errors. 

 

Figure 10. Interpolated surface of the randomly optimized 75 percent sample using Kriging. 

 

EXTRACTION FROM INTERPOLATED SURFACES 

The next step was to extract the results from the interpolated surfaces onto the samples that were 
removed from the original sample. This was accomplished using ArcTools Extract from Grid Tool on the 



the interpolated surface and the removed samples. The interpolated values were then stored within the 
data for the removed samples. 

  

Figure 11. Extraction of Interpolated SWE values into the removed sample flight lines for the 25 percent 
random reduction. Note that the table on the left contains both the originally measured SWE value and 
the interpolated SWE value (IDW_SWE). 

SAMPLE ERROR CALCULATION 

The final step in the analysis was to calculate the sample error between the interpolated values and the 
original measurements within the removed samples. This was accomplished by using the Standard 
Deviation function in Excel.  

 

Figure 11. Sample Error Calculation for the random 25 percent reduction with IDW interpolation. The 
average amount in the lower right represented the sample error result for that particular method of 
optimization and interpolation.  

 

 



SAMPLE ERROR RESULTS  

Using the above methodology, sample errors were calculated for each optimization strategy and 
interpolation method combination (Figure 12). The original data was recorded in standard units, but the 
sample errors were converted to metric for analysis of the results.  

 

Figure 12. Summary of sample error results from different optimization strategies and interpolation 
methods. 



 

Figure 13. Results for SWE-independent optimization strategies 

 

Figure 14. Results for SWE-dependent of each optimization strategy. 
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Discussion 

For the purposes of this analysis, an average sample error of 1 cm represented the acceptable error for 
any optimization strategy or interpolation method. However, the acceptable sample error in the 
operational environment of the airborne program would ultimately rely on the requirements for that 
particular survey. A survey like the one conducted on April 2, 2009 would have very strict accuracy 
requirements, due to the immediate impact of snowmelt on the metropolitan areas of Fargo and Grand 
Forks. A survey in the mountains of Colorado would likely have a much higher acceptable error, based 
on the highly variable nature of the snowpack in the mountains. The average sample error ranged from 
a low of 0.99 cm for the random 95 percent optimization to a high of 2.44 cm on the focused 75 percent 
optimization. Individual sample interpolation errors ranged from up to 5 cm low to 5 cm cm high. 

SWE-dependent versus SWE-independent optimization strategies: There were two basic optimization 
strategies employed in this analysis. The SWE-independent methods were capable of being applied to 
any survey area and did not rely on the SWE measurements themselves. The SWE-dependent methods 
were based on the theory that snow-water equivalent measurements would consistently demonstrate a 
measureable amount of spatial autocorrelation. These methods would not be useful in creating more 
efficient surveys, but they could be used to demonstrate the existence and level of spatial 
autocorrelation, as well as whether any other input parameters could be in play. 

Random optimization strategy:  Extracted average sample error would normally be expected to 
increase as the original sample percentage went down, but this pattern was not observed for either of 
the interpolation methods of the randomly optimized sample. Furthermore, the difference between 95 
and 90 percent reduction was only 3 flight lines, magnifying the effect that one outlying line could have 
on the overall accuracy of the method. However, the IDW-interpolation of the 95 percent randomly 
optimized sample was the only SWE-independent method that resulted in an acceptable sample error 
(0.99 cm).  

Density Dependent Optimization strategy: The density-dependent optimization strategies would have 
also been expected to follow a pattern of increased sample error as more samples were removed. As 
with the random strategy, this did not prove to be the case. Interesting, at the 75 percent optimization 
level, the average sample error crept back down from the 90 percent level.  

Focused Optimization Strategy: The focused optimization strategy resulted in the highest sample error 
of any of the optimization strategies. This was something of a surprise, considering that the method 
used a local cluster analysis to remove samples that demonstrated the strongest relationship with 
nearby samples. There are several potential reasons for this which could be tested. One would be that 
removing the samples with the highest spatial autocorrelation actually removes critical values that 
would prove to be more useful in an interpolation and not less. Another reason could be that the 
parameters for local neighbors was either too wide or too narrow. However, the sample error did 
steadily increase as more samples were removed, which was in line with expectations.  



Subjective Optimization Strategy: With sample errors between 0.5 and 1.0 cm, the subjective strategy 
did indeed prove the idea that some lines could be interpolated effectively without being flown. The 
problem with this strategy, like the focused optimization strategy, was that it is SWE-dependent, so 
there is no way to know which lines those would be until they were flown. Further analysis could be 
conducted to determine if any specific flight lines consistently demonstrated high degrees of spatial 
autocorrelation. If so, they would be candidates for permanent removal from the flight line database. 

Testing of Method on Another Survey 

The next highest survey day for the area was Feb 2, 1999.This survey had almost no overlap with the 
one from Apr 2, 2009, so another high sample survey day was chosen, March 2, 1994.To determine 
whether or not the sample error values collected from the previous section would hold the same for 
other surveys in a nearby location, the density-dependent optimization strategy was tested on another 
similar survey. This method was applied to data collected on Mar 2, 1994, which shared a similar 
geographic distribution and many common flight lines with Apr 2, 2009 (Figure 15), although it was a 
month earlier in the season. Most importantly, this survey also contained a relatively high number of 
samples, with 63 unique survey lines flown that day. The density-dependent optimization strategy was 
used to reduce the overall sample density from 63 to 58 samples, representing an 8 percent reduction.  

 

Figure 15. Survey flown on March 2, 1994 compared to survey flown on April 2, 2009. 



 

The average sample error scores were even higher than they were for the 2009 survey, with a sample 
error of 4.14 cm for the IDW interpolation and 4.34 for the Krig interpolation. As was seen in the analysis 
of the sample error in the candidate survey, a handful of outlying sample values significantly skewed the 
results of the second survey analysis.  

 

 

Conclusions 

This study involved sorting through 35 years of historical airborne snow-water equivalent surveys to 
determine whether or not the highest density surveys represented any tendencies towards over-
sampling. If any over-sampling were found, then the methods used in this study could be utilized on 
other surveys in order to maximize the efficiency at which these critical government assets are 
deployed. The specific survey day that was chosen for analysis was April 2, 2009, with data on 73 
individual flight lines collected. Two methods of variable-independent sample optimization were used, 
random and highest density. Two methods of variable-dependent sample optimization were also used, 
spatial autocorrelation analysis and subjective sample removal. The results from this analysis yielded 
unacceptably high average sample errors for the first 3 methods. The low sample error in the subjective 
analysis helped to demonstrate the degree of spatial autocorrelation that could only be seen after the 
fact, and on lines that were very near each other.  

While the average sample errors were outside of the accuracy tolerance for this project, there remains 
plenty of research to be conducted within the historical data set that could be used to improve 
operational efficiency. Individual flight line analysis was outside the scope of this project, but there 
exists the possibility that certain flight lines may demonstrate a historical tendency to closely match 
their nearest neighbors, and this may contribute little to the overall snow-water equivalent picture. This 
project tended to focus on the macro- or survey-level amounts variability of snow-water equivalent. 
Perhaps a more localized focus would yield different results.  

As the need for snow-water equivalent data is gain importance in the future, it remains imperative to 
evaluate best practices for efficient data collection and allocation of government resources. 
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