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A predictive model for frequently viewed tiles in a Web map
This project introduces a predictive model for determining popular areas of a Web map. Anticipating where users will look at a Web map can help server administrators know where they should create server-side caches of map tiles. Serving the map as cached tiles increases performance, but because of time and storage constraints it is often not practical for an organization to cache the entire extent of a map at all scales. 
The model presented here predicts the areas of the map that will be most often viewed and should be cached. The element of prediction distinguishes the model from descriptive depictions of Web map usage such as Microsoft Hotmap. It also opens the door to further “smart” applications that could push map data to a user based on his or her location, demographics, hobbies, and so on.
Objectives
This project will:

· Explain what server-side caching is and how it has become a popular technique for creating high performance Web maps
· Describe the need for selective caching based on interesting geographies

· Present a predictive model for determining interesting or popular areas of the map. The model output is a vector geographic dataset of areas anticipated to be in high demand. This dataset can be used as a template for determining where to create a cache.

· Describe ways the model could be used, evaluated, and refined.
The following section outlines some history of Web map optimization techniques and describes the recent adoption of server-side map caching by Microsoft, Google, and now many GIS professionals. It describes the need for selective caching of popular areas, and outlines a model for predicting popular areas of a base map of California. The model output could be used as a template for selective caching or for other purposes, such as determining dataset update priority. This section also discusses how this predictive model of Web map popularity compliments descriptive efforts such as Microsoft Hotmap.
Web map optimization and the advent of server-side caching

In recent years, online Web mapping sites have put detailed maps within reach of anyone with an Internet connection. Many of these maps are built with an enormous amount of data, especially those with worldwide coverage such as Google Maps and Microsoft Virtual Earth. 

To accomplish optimal delivery speed of this data, these online mapping services use server-side caching of map image tiles. The map image is cut into square tiles of equal size and stored on disk. When a client requests a map, the server can rapidly return one of the cached images instead of drawing the map each time. This allows the site to accommodate many more users and to satisfy the requests of each user more quickly.

The idea of organizing a large map or dataset as manageably sized tiles is not new. Many large paper map series are indexed by a common grid of map sheets, perhaps sharing a projection and scale (Goodchild, 1989). In the same way, the pioneering Canada Geographic Information System (CGIS) exposed its data through a multi-scale hierarchy of rectangular “frames” (Tomlinson, Calkins, & Marble, 1976). 
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Frames in CGIS. From Tomlinson, Calkins, & Marble, 1976, p. 56.
Hierarchical grid systems have also played an important role in map optimization techniques such as pyramids and quadtrees. In the pyramid system, cells in a high resolution raster image are generalized in square groups of four to create a lower-resolution grid of the same image for display at smaller scales. This generalization occurs through a series of scales, creating a set of increasingly smaller grids that could be imagined as a “pyramid” if stacked on top of one another (De Cola & Montagne, 1993). 
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Levels in a data pyramid. From De Cola & Montagne, 1993, p. 1394.

The quadtree technique of data storage and retrieval divides a dataset into quadrants of varying area, with more uniform data inhabiting larger quadrants and varying data inhabiting recursively smaller quadrants. This reduces the dataset size and retrieval time.

Although the frames, pyramids, and quadtrees described above use square units that might be thought of as tiles, these are not the cached map image tiles used by today’s Web mapping services. Tiles from frames, pyramids and quad trees store actual data values, whereas map image tiles just store pictures of the data in common digital image formats such as PNG and JPG; it is the server administrator’s responsibility to expose access to the data on the back end and to update the cache if the source data changes.
While arranging large datasets in tiled schemes is not new, server-side caching of massive amounts of tiled map images is new. Traditional Internet map servers such as the Open Geospatial Consortium’s Web Map Service (WMS) and ESRI’s ArcIMS dynamically draw a map inside a requested bounding box and return it to a client as an image. With server-side caching, the map is also drawn dynamically, but only once, when the cache is created. Thereafter the map is stored in the file system or in a database on the server. 

Some early map servers returned static images but did not cut the map into tiles. The architecture for these static map servers is fundamentally similar to the architecture of tiled map servers today (Plewe, 1997). However, these non-tiled static map servers required the client to download large images that might not be needed in their entirety. Serving static maps through tiles is optimal for performance because the client can retrieve pieces of the map as needed. 
Microsoft’s TerraServer represents an early deployment of a massive multi-scale map through server-side caching of tiles. Originally conceived by Microsoft researchers as a way to test the robustness of their SQL Server database, TerraServer exposed high resolution imagery of the United States at various scales. It took a fairly complex homegrown C program for Microsoft to mosaic the imagery and cut it into tiles. After the highest resolution tiles were created, a pyramid technique was used to create tiles for smaller scales. Users could navigate the tiles through directional hyperlinks on the periphery of the image (Barclay, Gray, & Slutz, 2000).

Google Maps was another pioneering deployment of cached images. In addition to satellite and aerial imagery, Google also released a multi-scale street map based on vector data. This is significant because pyramid techniques cannot be used to derive vector maps. Rather, Google had to design the street map at each scale before creating the cache. 
Google Maps gained wide popular appeal through its use of Asynchronous JavaScript and XML (AJAX) techniques to fetch map images as the user navigates. This eliminates the page refresh, or “blink” commonly seen when panning in traditional Web maps, including TerraServer. Since the release of Google Maps, popular Web mapping services such as Microsoft Virtual Earth, Yahoo Maps, and MapQuest have adopted this combination of server side map caching and AJAX to provide a “seamless” map user experience.

Strategies for server-side caching

Although Microsoft and Google developed their own tile cutting programs, common GIS software now allows GIS professionals to create multi-scale sets of cached images for their own Web maps. But map caching demands an investment of server resources to draw and cut the tiles, as well as hardware resources to store the tiles. Caches like the ones Microsoft and Google have built can include millions of tiles and can take days or even weeks to generate. Many GIS shops lack the resources to create world, country, or even state-wide caches at large scales. 

To reduce caching time and save disk space, a recommended practice is to pre-cache those areas of the map that are anticipated to be the most popular and leave the rest of the tiles to be created on demand when first visited by users (ESRI, 2008). In these areas of on-demand caching, the first visitor is required to wait for the tile to be created and added to the cache; however, subsequent visitors will have the tile available for rapid retrieval. An alternative to on-demand caching is to simply provide a “Data not available” tile and skip caching unpopular or unneeded areas. 
Selective generation of tiles is a wise practice because some tiles, such as ocean or desert, are much less likely to be accessed than tiles covering urban areas, national parks, or other areas of interest. The server administrator can take the chance that few or no users will try to access the tile and thereby assume the performance risk that the tile will need to be dynamically generated, or the user experience risk that a “Data not available” tile will be encountered. These risks are often worth the savings in time and storage space that come from skipping the unneeded or barren tiles. 

Selective caching requires an admission that some areas are less important than others to the map audience. Cartographers have always had to make decisions about geographic importance of areas when determining where to place marginalia, which areas deserve an inset, and at what scale to render the map. Cached maps are limited to a finite set of scales, some of which may be too large for the density of the data in certain areas. This results in large swaths of area where nothing is happening and where it would be wasteful to create and store tiles.
Strategically pre-generating only a subset of tiles poses the challenge of determining which areas of the map will be most popular before the map is released. Determining areas of geographic interest is a departure from existing data optimization strategies that focus on the mathematical probability of users navigating to adjacent tiles. For example, the frames in CGIS used the Morton indexing scheme, in which adjacent tiles tend to have close numerical IDs. Similar mathematical schemes have been explored to physically arrange tiled data for minimal interruption of work when using an automatic tape or platter changer (Goodchild, 1989). 
The need for a predictive model of popular areas

Ultimately the scenario of pre-caching popular areas places the heavily geographic question “Which places are most interesting” in the hands of a server administrator that may have little or no geography training. To help bridge that gap, this paper presents a predictive model for determining frequently viewed areas of a Web map. The inputs are datasets readily obtainable by the GIS server administrator. The model output is a vector geographic coverage that tells the administrator where to pre-generate map image tiles. The model output could also be used to determine priority areas for updating data, such as aerial imagery. The common purpose of the model is to help Web map users see fast, up-to-date maps in most of the areas they view, while minimizing hardware and software cost to the server administrator. 

It’s important to note the difference between a predictive model and a descriptive model. A predictive model shows where users are expected to look at a map, and is the type of model that this paper describes. A descriptive model shows where they have already looked.

Descriptive models of Web map usage have shown that some places on Web base maps are clearly more popular than others. An intriguing example of a descriptive model is “Hotmap” (http://hotmap.msresearch.us) created by Microsoft researchers who mined the Web server logs of Virtual Earth and mapped the number of times each tile was accessed. Hotmap indicated that populated places, major roads, coastlines, and tourist attractions tended to receive more visits than other areas of the map (Fisher, 2007). It’s difficult to explain the complex patterns in Hotmap by simply browsing the map, but Hotmap is a helpful tool for determining which features should be used as inputs to a predictive model.

Although deriving an accurate predictive model may seem daunting, predictive models carry several advantages over descriptive models mined from Web server logs. One important advantage is that a predictive model can take into account both fixed and temporary geographic phenomena: 

· Fixed popular places include urban centers, highways, coastlines, parks, and perennial tourist attractions. These places can almost always be expected to receive more hits than surrounding tiles. Fixed popular places are relatively predictable and they show up clearly in descriptive models.

· Temporary popular places include locations expected to be in the news, such as upcoming Olympic venues or military fronts. Any future events that widely affect the public, such as road closures or controversial developments, have the potential to create temporary popular places. Map tiles for temporary popular places might receive more hits than normally expected for a short time. Because a descriptive model shows past popularity only, these areas of future interest would be completely missed by a descriptive model. 

Other areas of temporary geographic interest include places recently in the news due to natural disasters, political unrest, and so on. A descriptive model might show these depending on the model’s currency, but their effects could be diluted in a model that aggregates usage statistics over a long period of time. 

A predictive model can also consider local geographic phenomena, or conditions specific to the Web map audience. For example, a map administrator for a fish and game management website might anticipate that tiles containing fish hatcheries would receive more hits than surrounding tiles. The administrator could incorporate a layer of fish hatchery locations into the predictive model.
Successfully predicting what people want to look at has applications far beyond map caching. Today’s Internet and mobile applications often have a “smart” component that sends data to a user based on his or her physical location, demographic group, or hobbies. Web map administrators can enrich the experience of their users by predicting and sending this map data. This project does not explore all the potential benefits of prediction, nor does it cover strategies for pushing data to users based on location, but these would be fruitful areas for additional research.
The remainder of this paper will propose one workflow for creating a predictive model of popular areas in a Web map. This model is not intended as a prescription that should be followed with exactness. Its primary goal is to provide server administrators with ideas that could be used to create their own similar models. Local circumstances, along with the purpose and audience of the map, will determine which model inputs should be used in each case. 
Proposed methods for creating the predictive model

The model presented here is a relatively simple one and is meant as a proof of concept. It predicts popular areas for a general base map of California. This base map could contain streets, aerial photography, or a combination of both, but it would not contain any special thematic layers. A thematic map, such as one used for oil exploration or wildlife management, might have very different usage patterns than a general base map, and the model would need to be adjusted accordingly. For example, the most popular place on an oil exploration map might be far offshore in an area of the ocean that would be uninteresting to users of a general base map.

The general base map model takes four main inputs: populated places, roads, coastlines, and places of interest. These areas were generally found to be most frequently viewed in Microsoft Hotmap. The places of interest layer is the most flexible and can be customized to fit the audience and local circumstances of the map.
The model uses a vector approach. All of the input datasets are vectors or are converted to vectors. The model output is a vector dataset of areas expected to be popular. 
Vectors fit the Boolean nature of caching; either you pre-create the tile or you don’t. If the output were to be used for other purposes a raster approach might be more suitable. Cells in the output dataset could contain values indicating their potential popularity.

The following sections describe how the four input layers are derived. Some are derived from more than one dataset and take some pre-processing before being fed into the model.

Populated places

People tend to look at the places where they live. Most neighborhoods in the developed world have Internet access and therefore contain people with a potential interest in viewing their neighborhood. In some cases, viewers of a populated place may not live there, but plan on visiting or working there and need driving directions to the place. Additionally, many points of interest for Web map users, such as amusement parks, sports arenas, celebrities’ homes, etc. lie within populated areas.

Determining populated places with precision can involve consideration of many factors beyond the traditional census. Perhaps the most thoroughly-constructed dataset of population density is LandScan, produced by the U.S. Department of Energy at Oak Ridge National Laboratories. LandScan incorporates best-available census data, nighttime lights, slope, land cover, transportation networks and other datasets. LandScan is available on a limited basis to government, educational, and some commercial institutions (Dobson, Bright, Coleman, Durfee, & Worley, 2000).
A similar dataset is the Human Influence Index (HII), created by the Socioeconomic Data and Applications Center (SEDAC) at Columbia University. Their researchers used similar inputs to those used by LandScan, such as population density, land cover, nighttime lights, and transportation networks. The result is a gridded dataset which is freely available to the public (SEDAC 2008).
Our model will use the SEDAC human influence grid, incorporating areas with a certain minimum HII value into the final dataset of popular places. Urban areas have consistently high values across this grid, and this is our main reason for using it. Some areas around roads and coastlines also have high or medium values, but our model will take additional measures to make sure roads and coastlines are included in the final output.

Why doesn’t our model just use census data to determine populated areas? Although the United States conducts a thorough census every 10 years and makes the data publicly available, the data are aggregated into aerial units such as blocks, block groups, and tracts. These areas are subject to the Modifiable Aerial Unit Problem. In other words, redrawing their boundaries might result in differing population densities across the map. Some highly populated places on the fringe of urban areas might have their population densities diluted because the block groups are larger and extend out into empty territory. 

LandScan and SEDAC’s HII grid use other datasets such as nighttime lights to offset the imperfections of census data. The U.S. Defense Meteorological Satellite Program (DMSP) offers nighttime lights data free for download on the NOAA/NGDC website (http://www.ngdc.noaa.gov/dmsp/download.html). Sutton, Roberts, Elvidge, and Meij (1997) found that a nighttime lights dataset could isolate over 80 percent of the continental U.S. population in just 10 percent of the land area. Adding the lights to the census data helps include areas that might have been developed in the years following the latest census. Additionally, the nighttime lights are helpful in capturing interesting places that are not in highly populated areas. These include airports, military bases, freeway interchanges, large industrial plants, prisons, resorts, and so on.

Major roads
The corridors of popular tiles surrounding major roads create one of the most striking patterns in the Microsoft Hotmap. The roads spread like veins through otherwise uninteresting areas. Our predictive model includes major roads (highways given a number by the state or federal government), buffered by a distance of 2 miles. It also includes all roads inside the boundaries of national parks and national monuments, buffered by the same amount. In some places it might be appropriate to include rail or ferry lines, but these are not common modes of travel for most Californians and are not included in this model.
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Major California roads clearly visible  in Microsoft Hotmap. Source: Microsoft Hotmap -  http://hotmap.msresearch.us

Coastlines

Coastlines, especially in California, attract tourists, full-time residents, nature enthusiasts, and others. The Microsoft Hotmap shows almost all areas of the coast consistently more popular than surrounding tiles. Our predictive model buffers the coastline by 2 miles on the landward side and ½ mile on the ocean side. These numbers can be adjusted depending on the purpose of the map. In many cases, the areas of this buffer will overlap the major roads and populated places already calculated. This is not a concern, since the final output of the model will be dissolved into one feature.

Points of interest (flexible layer)
The final model input layer will be a layer of miscellaneous points of interest to a Web map user. These points may not necessarily lie in a populated area or next to a road or coastline, although many of them will. The layer includes 60 places of interest chosen by the model author, including mountain peaks, theme parks, sports arenas, exhibits, extraordinary natural features, etc. The point is located at the street address of the attraction, if an address exists. In the case of natural features where an address does not exist, the point is located directly on the feature. 
The model buffers these points if interest by a radius of 3 miles. This is large enough to include the entire areas of the attractions on the list, without having to provide a detailed polygon dataset of their boundaries. The buffer is helpful for people who may be looking for street directions, parking, or trails near the attraction.
This layer allows the author to customize the model for his or her Web map. If the map is targeted at a local audience, the points of interest could be more specialized, or focused in a smaller area, for example, “20 things to do in Kern County”.

Post-processing
The model includes some post-processing steps to make sure the output is suitable for use as a cache or data update template. These can be altered or removed depending on how the organization will use the model output. The following adjustments are performed:

· Polygons under 25 square miles are removed from the map. 
· Holes under 25 square miles are filled

· The output is clipped to the state of California outline buffered by 0.5 miles
· The output is dissolved from many features into one multipart feature.

· The output is simplified to remove unneeded vertices while preserving the general shape

Using and evaluating the model output

The model output is a vector dataset that can be used as a template for creating cache tiles. ESRI’s ArcGIS Server 9.3 is an example of a program that allows administrators to create cache tiles within the boundaries of a vector dataset. 

The model output will be most effective when caching the map at large, or detailed, scales. At small scales, a map can be covered with fewer tiles and there is not an overwhelming cost for creating and storing the cache. 

The savings in resources that the model provides to the server administrator could be calculated by comparing the creation time and size on disk of the full cache against that of the partial cache created from the model output. 
Understanding the model’s effectiveness at capturing popular places takes more work and would require mining the web server logs to determine the frequency of hits on each tile. With some creativity and a gridded dataset of the tiling scheme, the popularity of each tile could be represented thematically to create a descriptive map of popularity. This is how Microsoft created Hotmap. The predicted popular places could then be compared with the actual popular places and the model adjusted accordingly. In fact, if the purpose of the map is similar to the Virtual Earth base map, the model author could visually compare his or her popular places dataset with Hotmap to get an idea of the model’s potential effectiveness.

Limitations
The following are some known limitations of the model or areas for expansion in future research:
· If this model were to be used to cover a larger geographic area, such as a continent or the world, it should account for Internet connectivity levels. For example, North Korea contains many cities, roads, and other areas that would be of interest; yet most of the country remains disconnected from the Internet and the relative hits on North Korean tiles from a public-facing application would be expected to be relatively low. Private applications, such as those in the intelligence community, might not need to make this adjustment.
· The model inputs need to change for a thematic map. The model here is for a general base map only. Maps of hydrology, geology, aerial traffic, etc. would have vastly different areas of interest. The model author is responsible for including datasets that conform to the purpose of the map.
· The input datasets for the model are not from the same year and may be out of date. The census, slope, roads, and nighttime lights data are from different years and may not be acceptable if more recent population developments are required. Recent road and elevation datasets, as well as population projections, are available for a fee from some data providers.
· Some of the datasets may have differing precision and resolution, although this effect is diluted because the datasets are being used as a guide for where to create square tiles. The coarse, square tiles will not exactly conform to the model output boundaries. This is especially true if the software creates larger blocks of tiles before cutting them into smaller tiles. ESRI’s ArcGIS Server works this way to avoid duplicate labeling on tiles.
· Maps with many scales might require multiple iterations of the model to be most effective. For Web maps at very large scales (for example, 1:1500, close to the largest scale in Google Maps and Virtual Earth), a buffer distance ½ mile into the ocean may be too wide. Similarly, at very large scales, roads may not need to be included outside of a certain distance from major cities. The server administrator can choose how many tiles to create at each scale level of the cache, and may use several runs of the model when moving from small to large scales. 
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