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Introduction

Virtual Earth is Microsoft Corporation’s web mapping client and accompanying suite of data. In addition to the traditional imagery layers, elevation data, and the vector content many web-mapping services offer, one of the program’s most distinguishing aspects is the 3D image textured building data. Creating a CAD-type geometric model for structures, and along with it photo realistic facades, is a task that has indeed been pioneered for limited numbers of buildings, and perhaps in some unique cases across sizable project areas. But the production of such data is typically tied to a large manual effort as well as significant costs. Prior to the inception of Virtual Earth, an endeavor to build highly detailed and precisely located building models on a near global scale had never been attempted.

Microsoft’s paradigm and approach to this challenge is a bit different, as they are a software company first and foremost. The MS philosophy in this case, is to apply the cost and effort of manually modeling n number of cities to instead create a software solution that could then be applied to n10 cities. 

As the Microsoft triune of talented developers, testers, and Program Managers (PMs) arrive, possessing more than an average knowledge of things like process management, software development, and even 3D model rendering – there remained a distinct unfamiliarity with GIS technologies, the remote sensing domain, and photogrammetry. This is where I come in, with the task of taking the software tools being written and applying GIS production workflows and project management approaches for the purposes of Virtual Earth content creation. There are others charged with similar tasks for various components in Microsoft’s mapping sector, but in the areas of responsibility for myself and my team, in the final edition of my report I hope to reveal some of the unique and significant challenges that were overcome. 

Capstone Summary
By illuminating how GIS methods were leveraged for the Virtual Earth (VE) effort, I plan to set up topics by providing context and background into: 

· The Virtual Earth Program as a whole and how it fits into what Microsoft is doing

· Specific Virtual Earth goals and accountabilities as they relate to items in the capstone project

· An overview of the Production Team structure as related to this project

· A synopsis of the 3D building modeling pipeline

After this foundational information is detailed I shall describe one of the significant challenges, “The Coordinate System Problem” which had to be overcome to successfully achieve the Virtual Earth content goals, as well as why it was important, and how it impacted other areas of data creation. 

Virtual Earth Program Overview
At a high level, the Virtual Earth Program is like many classic corporate competitions, be they cola wars, shipping companies trying to capture new customers, or rivalries between phone carriers.  Despite the competitive aspects, there are also specific rationales and motivations behind the creation of web-based mapping data. In this case the motivation is online search. With Google clearly the market leader, Microsoft feels it has not emphasized “online opportunities” and seeks to capture some of the search market. Since embracing this point of view, their approach has been multi-pronged and includes investing to win in areas like Windows Mobile (for phone devices), massive overhauls to the Microsoft search engine itself, and several others. 

One of these “invest to win” areas is online mapping content. It includes several large sub-categories and is not merely a single entity. Beneath the umbrella of “mapping content” falls everything from 2D data, 3D data, the all-important browser client for each data hierarchy, trips and directions functionality, specialized layers (like near real time weather and traffic), and so forth.

As one might imagine, the development and release of mapping data content and client features are not done arbitrarily, but on an ambitious schedule according to a well-defined high-level plan. Following this idea, Virtual Earth features, layers, data volumes, etc. are slotted to be in place according to specific time tables as well. Much of the master plan is set to coordinate with corporate commitments, marketing efforts, and competitive targets. For example, having 3D trees implemented for select cities was a delivery for spring of 2008. Having oblique aerial textures on buildings facades for the city of Las Vegas and others was timed to be in place for a large presentation given by Bill Gates at the 2008 International Consumer Electronics Show. Creating a build-out of 3D data for the 15 largest US markets timed to the acquisition of a new corporate search account might be another example. 

Program Goals

Whether Microsoft captures a large portion of the online search market as a result of these efforts remains to be seen. But the important point to glean is that the strategy of winning users and market share is not taken casually nor dealt with in an informal way. To that end- when I arrived at Microsoft in June of 2006, development of the “3D Building Texturing” software pipeline was essentially finished. Then our number 1 non-negotiable goal became producing 100 cities of 3D buildings within a 1 year period.

The Virtual Earth Production Team as a whole is largely comprised of mapping, GIS, and photogrammetry personnel who have some supplementary background in the more traditional Microsoft disciplines of development, test, and project management. The Production team was generally assembled at the tail end of the initial development effort and we were charged with optimizing the workflows and pipelines in such a way that the data content goals would be met.

Resources like servers, hardware, and disk space were discretionary items that we could obtain to scale the production effort as needed. Adequate staffing and budget were comfortably available to us as well. What was far less available however, were the internal software development resources to make changes. The production software was designed, tested, and built, and while developers were available for bug fixes and general support, getting any significant new features implemented was not within the scope of the program. It is not that Microsoft was against improving their software or adding new functionality, but rather that development teams had their own milestones to meet and had to write code for the next generation of features – things like 3D trees, or oblique image textures.

So in some ways much of the software inherited by production was built in a vacuum, and while it creates highly compelling 3D building content in very large volumes, it does not do everything. In fact from the perspective of a remote sensing professional, there were some significant holes. Thus it became the obligation of the Virtual Earth Production Team to put together GIS based workflows to deal with the pipeline shortcomings and to give a “fall on your sword” type effort to ensure that the accountability of 100 cites were produced by May 31st 2007.

Production Overview
There are actually a multitude of map layers and special features implemented in the VE client, but in this discussion we will stick mainly to the foundational pillars of content. A majority of users peruse city and street level views in major population centers for directions and online searching. To this end Microsoft has prioritized production of cities throughout the world based on things like population, income, connectivity, and online search usage. This dynamic list dictates what gets produced and when.

At Microsoft I am a Program Manager in an operations group.  I lead a team called the Production Planning Group, who’s size has been between 4 and 7 persons at various times. In the evolution of things, the Planning Group has owned responsibility of several areas: Vendor Management (for Ground Control Survey Data and Outsourced Building Modeling), Buildings Quality, Specialty Landmarks Features, and newer initiatives like “StreetSide Data” production.
A group of PMs outside the Production unit manage the acquisition of imagery through aerial vendors using the UltraCam digital aerial sensor. Photo mission schedules are determined by Microsoft’s priority rankings, regional considerations, seasonality, and so forth. As task orders are issued to fly and capture project imagery for cities, my team has the responsibility of determining the best means of controlling a given Area of Interest (AOI) – through archive resources or new vendor surveys. The imagery, along with its approximate airborne positioning metadata, and GCP (Ground Control Point) source data inputs are used to perform aerial triangulation bundle adjustments and calculate camera exterior orientations. At this point the production pipeline is forked into a separate orthomosaic process and 3D textured buildings workflow, which will be explored here. The final imagery products and building models are not reunited until they actually go live in the Virtual Earth Environment.

Virtual Earth Building Modeling 
1. Pipeline Design

The general processing steps of the 3D buildings pipeline operate as follows. Project imagery and completed exterior orientation information are shipped to offshore vendors who, in turn, digitize 3D rooftops of buildings in stereo. These compilation vendors eventually came under the guidance of my Planning Group team and became subject to very specific instruction, but early on they were instructed to simply collect anything that looked like a commercial building. “Rooftop only” data for a city is completed and returned to Microsoft in the form of tinned dxf files, which are subsequently ingested into Microsoft’s VE processing system where automated software processes take over. 

The building texturing software executes in a three-staged approach: 

1. Building Completion – Each individual rooftop dxf is extruded to an underlying input DEM (Digital Elevation Model) completing its geometry by adding walls. These intermediate geometry files are then passed to the next stage.

In the early stages of the VE initiative the DEM chosen for this application were USGS NED DEMs. Accuracy checks were performed to determine how well the NED data correlated with our project control. If they were within a certain threshold, they could be used with only minor cleanup techniques. If their accuracy was beyond acceptable limits, techniques would be employed to normalize the elevation to project bundle adjusted values.

Currently an auto-correlated DEM is derived from the source imagery by means of internally developed software and processing algorithms. This provides a near perfect fit between buildings and terrain data. The period described in this project was prior to the newer methods. However, the development of these DEM technologies is another example of why programmers were less available for overhauling large portions of the original processing software.

2. Visibility Calculation – Every dxf file is made up of numerous triangular facets, each of which will receive its own texture file from the original aerial imagery. The Visibility Calculation step analyzes every facet of each building relative to bundle adjusted camera positions in the project, to determine which image can provide the best set of texture pixels. Criteria such as most nadir shot for rooftops, and most oblique angle for building sides - without interference from neighboring buildings - are examples of the types of image to model relationships sought. In dense urban canyons this can be quite challenging. To ensure enough imagery to draw textures from in such locations, a high density 90-80 overlap pattern is flown. While the visibility calculation computations can be quite intensive in downtown cores, this coverage pattern provides enough imagery to see virtually any angle that is visible from the air.

3. Texture Generation – The application then uses the calculation results derived in step two to automatically generate a jpeg texture for every facet, from the Red-Green-Blue aerial image determined to have the best view of it. A complex building like a sports stadium or landmark can easily contain thousands of facets and textures.

At the conclusion of the above steps, a few thousand buildings would typically be generated. And this is where the original system design stops. Not to be intentionally abrupt, but it gives an idea of how innovative a processing approach was put together, yet there are many loose ends relative to project management, mapping conventions, data flow, or a quality plan. 

 Issues

The described steps in this section are a coarse framework for the way things are supposed to work, not necessarily how they always go.  I came into this campaign at the ground floor, before the first city was ever produced. And from the beginning, the production schedule was both demanding and ambitious, particularly given the immaturity of the technology.  Getting an effort like this to a functional state was a constant process of discovering issues that were either not thought about upfront, not discovered until well after the fact, or not a priority to deal with in an immediate timeframe.  There were many hanging unaddressed issues at the foundations of the VE data program, and one such situation that arose was regarding a coordinate system disconnect.

In essence, each city or project area starts off in a common UTM projection as might be expected. The aerial triangulation of project camera positions is finished in UTM, and orthomosaicing, as well as DEM work proceed in the local UTM coordinates for a given city. Building rooftop compilation is ready to commence as well.  However the camera exterior orientation information used set the project images for stereo modeling was written to be spit out in an arbitrary LSR (Local Space Rectangular) coordinate system, centered somewhere close to the project origin.

 The reasoning behind using an LSR coordinate system is to support aspects of model generation that need to exist in 3D space, not simply on a flat map projection. It was also determined that the smaller values of an LSR system are preferable to a global 3D system for both data-rendering purposes and file size. Thus the LSR coordinate system was somewhat imposed upon us without much regard for downstream implications, project management, and with no utilities to return compiled building data to a traditional mapping system. 

Since the camera orientations are all delivered in LSR, stereo compilation is performed in LSR and, building dxfs are delivered in LSR, major challenges arose in terms of not being able to overlay any models with base layers. For every project area, a different LSR definition was created and there was no clear way to deal with it in commercial software packages. To compound matters, internal development resources were tapped and working on advanced features for upcoming releases, for a while anyway.

Capstone Project Objectives

The primary objective of this capstone project proposal will be to show ways in which GIS methods were creatively used to overcome deficiencies and limitations in Virtual Earth’s 3D building production design.  Additionally, I propose to describe how GIS techniques are utilized to manage very large volumes of data in this global program.

Project Deliverables

Dealing with the “Local Space Rectangular” Coordinate System

The primary component of this capstone project will be an in depth review of the LSR coordinate system limitation to the Virtual Earth data production environment, as it was inherited from the development process. This problem was grappled with for months, and resulted in my driving the creation of an internal application to deal with the LSR system (as well as the missionary effort to convince others of its importance). I shall also describe the “work around” I put together for the related situation of dealing with LSR in COTS GIS tools.

Part A

1. For the following scenarios, I will provide graphical examples and elaborate on each situation, to show how “low confidence” data sets were initially being produced as a result of the LSR limitation blocking information about:

· Verifying the completeness of dxf deliverables from vendors, both in terms of building coverage and also cost

· Evaluating the severity/significance of buildings that have failed processing

· Ensuring that important landmarks, which are often the most complex and problematic, are included in the final data set

2. I will also present a summary of the internal LSR coordinate conversion tool I owned and drove the requirements for. It has several additional features beyond LSR coordinate conversion, such as dxf-to-shapefile footprint creation, dxf-to-3D shapefile output, dxf node count, and others. I also propose to demonstrate the tool, or at least have screen captures of its use, as it is a slightly dull command line piece.

Part B 

1. A closely related problem is the converse situation with the LSR situation. For this portion I will provide examples and discussion of the limitations that were faced trying to get data intended for use by vendors as a modeling guide into the unique LSR coordinate systems. These situations entail producing geographic reference information, like a shapefile or KML in LSR coordinates to:

· Delineate a compilation extents boundary

·  Designate larger priority areas that require special attention

· Provide an indication of individual unique buildings (like a landmark) that may need highly detailed modeling

2. I shall then explore the means of converting shapefiles from a standard projection (after something like an area of interest has been mapped against background layers), to the Local Space Rectangular system, which I put together using tools in ESRI’s ArcMap. I will support this aspect of the presentation with examples of how the method has:

· Added efficiency to the vendor compilation process by streamlining labor expenditures and costs

· Become a mechanism to govern compilation pace of the vendors and stay on schedule

· Helped to reduce the possibility of building duplication at neighboring project boundaries

Part C

The conclusion to this Deliverable will be to show and discuss how overcoming the LSR problem was a significant part of the Virtual Earth 3D Production Team achieving its objectives of 100 or more modeled cities in the first year of the campaign. 

We were actually quite far behind the curve, with outsourced 3D building compilation being THE primary bottleneck. I plan to include graphics that reveal weekly production metrics for all 4 quarters of the year which will illustrate this. On the same charts I shall overlay graphs representing the pace we should have followed before falling behind. Along with these data points I will plot when solutions to the two LSR coordinate system problems (described in Part A and Part B) became available. All of these data points depicted together will illuminate how productivity improved, allowing us to reach our goals in a somewhat remarkable fashion as a direct result of contributions I made from a technical and project management perspective. 

Final Summary

My capstone project proposal is to provide an overview of the Virtual Earth program and establish for the audience important contextual information about the program, a glimpse into the Microsoft culture, and discussion of VE goals. This will be followed by information on the Production Team tasked to create and deliver 3D textured building data, specifics about the processing system that was developed to automate data creation, and problem issues encountered related to multiple unique Local Space Rectangular coordinate systems. The deeper natured deliverables will be a comprehensive exploration of the problems encountered working with LSR data, what the implications were, and how they were overcome or mitigated.  The final form of this capstone project will be a powerpoint file with images, tables, and graphs to support the material described in this document. It will be presented through a video conference medium to a Penn State MGIS audience as a fulfillment activity of this course. 
